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a b s t r a c t

We construct an approximation of the free space Green’s function for the Helmholtz equa-
tion that splits the application of this operator between the spatial and the Fourier
domains, as in Ewald’s method for evaluating lattice sums. In the spatial domain we con-
volve with a sum of decaying Gaussians with positive coefficients and, in the Fourier
domain, we multiply by a band-limited kernel. As a part of our approach, we develop
new quadratures appropriate for the singularity of Green’s function in the Fourier domain.
The approximation and quadratures yield a fast algorithm for computing volumetric con-
volutions with Green’s function in dimensions two and three. The algorithmic complexity
scales as Oðjd log jþ Cðlog ��1ÞdÞ, where � is selected accuracy, j is the number of wave-
lengths in the problem, d is the dimension, and C is a constant. The algorithm maintains its
efficiency when applied to functions with singularities. In contrast to the Fast Multipole
Method, as j ! 0, our approximation makes a transition to that of the free space Green’s
function for the Poisson equation. We illustrate our approach with examples.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

In many applied fields including acoustics, quantum mechanics, and electromagnetics, we encounter the need to compute
convolutions with the free space Helmholtz Green’s function. In these fields problems of interest often involve media or
potentials described by functions with discontinuities or singularities. However, it is difficult to construct fast and accurate
algorithms to compute convolutions with such functions entirely in spatial or entirely in the Fourier domain. In the spatial
domain, a straightforward discretization of Green’s function results in dense matrices, whereas in the Fourier domain slow
decay of the product requires an unreasonably large computational domain to obtain accurate results. For these reasons, our
. All rights reserved.
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Þ¼
approach to obtain a fast and accurate algorithm is based on approximating Green’s function so that its application is split
between the spatial and Fourier domains.

We consider the problem of convolving a given function f with the free space Helmholtz Green’s function G,
uðxÞ ¼
Z

Rd
Gðx� yÞf ðyÞdy; ð1Þ
where G satisfies
ðDþ j2ÞGðxÞ ¼ �dðxÞ ð2Þ
and the Sommerfeld condition
lim
jxj ! 1

jxj
d�1

2
@G
@jxj � ijG
� �

¼ 0; j > 0: ð3Þ
We assume that f 2 LpðDÞ for some 1 6 p 61, and is supported in a bounded domain D. The function u is the solution to
ðDþ j2ÞuðxÞ ¼ �f ðxÞ ð4Þ
and satisfies the Sommerfeld condition.
In dimension d, the free space Helmholtz Green’s function is given by
GðxÞ ¼ i
4

j
2pjxj

� �ðd�2Þ=2

Hð1Þðd�2Þ=2ðjjxjÞ;
where Hð1Þðd�2Þ=2 is a Hankel function of the first kind and jxj ¼
Pd

j¼1x
2
j

� �1=2
denotes the Euclidean norm of the vector x. We

focus our attention on dimensions d ¼ 3 and d ¼ 2, so that
2 = 2 Þ…
GðxÞ ¼
1

4p
eijjxj
jxj for dimension d ¼ 3;

i
4H
ð1Þ
0 ðjjxjÞ for dimension d ¼ 2:

(
ð5Þ =



is inversely proportional to the square of the band-limit (see [19, Corollary 3.9]). The method in [20] also constructs a band-
limited version of Green’s function and suffers from similar accuracy problems for discontinuous scattering potentials (see
[20, Theorem 2]). The approach in [21] is based on an approximation of sufficiently smooth functions by a collection of
equally spaced Gaussians of fixed width. Given such an approximation, convolutions of Gaussians with Green’s function
are computed analytically. However, the effectiveness of this representation (or, alternatively, the accuracy of the result) de-
pends on the smoothness of the function (see [21, Theorems 1 and 2]), which renders the method ineffective for discontin-





where
bF singðqÞ ¼
1� e�a2ðq2�j2Þ=j2

q2 � j2 ;

bFoscillðqÞ ¼
e�a2ðq2�j2Þ=j2

q2 � j2

ð24Þ
and a is a real parameter to be selected later. Next, we outline the approximation and application of bF sing and bF oscill with the
details of estimates and associated parameter choices deferred to following sections.

Using
1� e�a2ðq2�j2Þ=j2

q2 � j2 ¼ 2
Z loga

j

�1
e�ðq

2�j2Þe2sþ2s ds;
we transform bF sing to the spatial domain to obtain
Fsingðr
1 �



kðReðGÞ � eGRÞ � fkLpðDÞ 6 �kfkLpðDÞ:5 -143096



1
2p3=2 lim

k ! 0þ

Z g

0
e�r

2t2þðjþikÞ
2

4t2 dt ¼ 1
2p2r

p:v:
Z 1

0

e
�q2þj2

4g2

q2 � j2 sinðqrÞqdqþ i
sinðjrÞ

4pr
:

Setting g ¼ j=ð2aÞ, we recover (29) and the imaginary part of Green’s function and, since the integral on the interval ðg;1Þ is
well defined for k ¼ 0, we recover (25) after the change of variable t ¼ es=2.

We note that in dimension d ¼ 2 we may follow the same steps but starting (for k > j) with
i
4
Hð1Þ0 ððj� ikÞrÞ ¼ 1

2p

Z 1

0
e�r

2t2þðjþikÞ
2

4t2
dt
t

instead of (34).

4. Estimates for Theorems 1 and 2

In this section, we provide the estimates required to obtain Theorems 1 and 2. The proof is split into a sequence of
propositions:

(1) Proposition 5 provides estimates for the error due to removing a small interval around the singularity at q ¼ j in (29)
and limiting the integration to a finite region, thus exploiting the exponential decay of bFoscill in (24).

(2) Proposition 8 gives an estimate of the error due to the discretization of the integral defining Fsing in (25).
(3) Proposition 10 provides an estimate of the error of the approximation of bF oscill in (24) by bSoscill in (27).
(4) Proposition 11 provides an estimate of the error of the approximation in the spatial domain of Foscill in (29) by Soscill in

(28).

The combination of these propositions yields a proof of Theorems 1 and 2. These estimates also allow us to select param-
eters b and a and elucidate their meaning.

In order to estimate the contribution of bF oscillðqÞ



bF oscillð0Þ ¼ �
1

j2d1=ðb2�1Þ
:

Choosing the parameter



for 0 6 q 6 j�minfjd; dg and
jbFoscillðqÞ � bSoscillðqÞj 6 �0
e�a2ðq2�j2Þ=j2

q2 � j2 ð41Þ
for jþminfjd; dg 6 q 6 bj. Furthermore
XM
m¼1

wmðqþ jÞe�smðqþjÞ2
6

2
qþ j

ð42Þ
for 0 6 q 6 bj and
XM
m¼1

wmðq� jÞ2e�smðq�jÞ2
6 2 ð43Þ
for j�minfjd; dg 6 q 6 jþminfjd; dg.



Using spherical coordinates and diamðDÞ 6 1, Proposition 11 yields
kFoscill � SoscillkL1ðDÞ 6 4p�
Z 1

0
ðr2 þ rÞdr ¼ 20p�

6

in dimension d ¼ 3, and
kFoscill � SoscillkL1ðDÞ 6 2p�
Z 1

0
ðr þ r3=2Þdr ¼ 18p�

10
in dimension d ¼ 2. Similarly, but using Proposition 8, we have
kFsing � SsingkL1ðDÞ 6 4p
Z d0

0
r dr þ �

Z 1

d0

r dr
� �

6 2p d2
0 þ �

� �

for d ¼ 3, and
kFsing � SsingkL1ðDÞ 6 2p
Z d0

0
log 1þ 1

r2

� �
r dr þ �

Z 1

d0

log 1þ 1
r2

� �
r dr

� �
6 2pðd2

0 log d�1
0 þ d2

0 þ �ðlog 2þ d2
0 log d�1

0 ÞÞ
for d ¼ 2. In dimension d ¼ 3 we select d0 ¼
ffiffiffi
�
p

; in dimension d ¼ 2 we choose d0 so that � ¼ d2
0 log d�1

0 . With these choices,
we combine the estimates and obtain the result. h

5. Quadratures in the Fourier domain

An algorithm to convolve with (28) requires appropriate quadratures to discretize the Fourier integral. Noting that the
kernel in (27) is radially symmetric and effectively band-limited, we follow the approach in [11] and develop an algorithm





discretize them as needed. We note that the cost associated with computing the band-limited Fourier transform is described
below and does not change the overall complexity of the algorithm.

Initialization:

(1) Fourier domain initialization: For fixed j and given accuracy �, we select b (which ultimately determines



The assumption that the band-limited Fourier transform of the input function is available does not change the overall
complexity of the algorithm (even for functions with discontinuities or singularities). Due to the band-limiting nature ofeSoscill (as well as of ImðGÞ), we only need to compute the Fourier transform of the input function within a ball of radius bj.
Using the USFFT [12–14] (which, in fact, was designed for this purpose), the computational cost scales at most as
Oððlog ��1Þdjd log jÞ. For example, the algorithm in [12] first projects the function onto a subspace of splines where the
number of splines is proportional to ðj log ��1Þd. This step is followed by the FFT requiring Oðjd log jÞ operations and
the final adjustment of the computed values involving OðjdÞ operations. Since a typical implementation of USFFT fixes
the accuracy, e.g. double precision, we estimate the overall cost of computing the band-limited Fourier transform as
depend0 -1.r.ayonly1.r.ayngb50(log)Tj
51_5 1 8.1196171 Tm
906log







is expected as the number of nodes in this construction approaches optimal (i.e., effectively approaches bj=p) as j gets large.
For fixed j, we observe Jdiam depends weakly on � and, thus, effectively NF 	 log ��1 rather than NF 	 ðlog ��1Þ2 obtained by
estimates.

In Table 3, we display the number of radial quadrature nodes in the Fourier domain along the diameter in dimension d ¼ 3
in (52). We note that the number of quadrature nodes along the diameter in dimensions d ¼ 2 and d ¼ 3 are almost the same.

7. Conclusion and remarks

We develop an approximation of the free space Helmholtz Green’s function in dimensions d ¼ 2;3 by splitting its action
between the spatial and Fourier domains. Our approximation achieves:

� a spatial domain representation as a sum of Gaussians, capturing the singularity of Green’s function at zero, and
� a Fourier domain representation as a smooth, radially symmetric and effectively band-limited kernel.

Using properties of this approximation, we construct a fast and accurate algorithm for computing convolutions with
Green’s function and illustrate its performance in dimension d ¼ 2. We indicate how to extend the algorithm (specifically,
by using a discretization of a sphere in the Fourier domain) to dimension d ¼ 3. We expect our approach to be most useful
for accurate computations in problems where the media or potentials are described by functions with discontinuities or
singularities.

The extension of our approach to the Helmholtz Green’s function with periodic or Dirichlet/Neumann boundary condi-
tions may be found in [2].
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Appendix A. A.1. Proof of regularization

Since 1=ðq2 � ðj� ikÞ2Þ is radially symmetric, we apply (9) and (10).
In dimension d ¼ 3, using [30, 3.723 (3)], we have
lim
k ! 0þ

1

jxj
1
2ð2pÞ

3
2

Z 1

0

q3
2J1

2
ðjxjqÞ

q2 � ðj� ikÞ2
dq ¼ lim

k ! 0þ

1
2p2jxj

Z 1

0

q sin qjxj
q2 � ðj� ikÞ2

dq ¼ 1
4p

e�ijjxj

jxj :
In dimension d ¼ 2, using [30, 6.532 (4), 28, 9.6.4], we obtain
lim
k ! 0þ

1
2p

Z 1

0

qJ0ðjxjqÞ
q2 3 4 4 6  0  0  8 . 4 2 4 d 8  1  T f 
 8 . 3 4 4 6  0  0 s q



A.3. Proof of Proposition 8

Proof. We begin by truncating the region of integration in (25) to the interval ½� logða=jÞ; c
 where c will be chosen later.
We claim that there exists a N-term quadrature with nodes xn and weights xn > 0 (see e.g. the generalized Gaussian
quadratures in [25, Section 7]), such that in dimension d ¼ 3 we have
1
4p3=2

Z c

� loga
j

e�r
2e2s

4 ej2e�2sþs ds�
XN
n¼1

qne
�rnr2

					
					 6 �

2r
ð56Þ
for 0 6 r <1, where qn ¼ xnej2e�2xnþxn=4p3=2 and rn ¼ e2xn=4. Using the definition of Fsing (25), and noting that the integrand
is positive, we have
FsingðrÞ �
XN
n¼1

qne
�rnr2

					
					 6 �

2r
þ 1

4p3=2

Z 1

c
e�r

2e2s
4 ej2e�2sþs ds: ð57Þ
Using the change of variable t ¼ r2e2s=4, and estimating ej2e�2s by its upper bound, we have
and)-319(e1_0 1 Tf 0 0 10.7834 0 Td
(s)Tj
/T1_2 1 Tf
-0.571 -1.373 Td
(4)Tj
/T1_0 1 Tf
8.3446 0 0 8.4243 236.5.4377 592723 Tm
(e)Tj
/T1_4 1 Tf
6.617 0 0 6.68Tj
/7606
36661
0.582 0 Td
(s)TjT1_2 1 Tf
4.1723 0 0 4.2T1_ 1 6 0 0111.2 Tm
(em
(2)Tj
/T1_0 1 Tf
5.4238 0 0 5.416 0 141811 0 0 10.7831 12()Tj
/T1_5 1 Tf
0.543 0 Td
(=)T7f
-0220 0111.2 Tm
(em
(�)Tj
/T1_2 1 Tf
0.774 0 Td
 Tf18233811 0 0 10.783 0 Td
(s)Tj
/T1_3 1 Tf
5.4238 0 0 5.4757 257.8393 548.7306 Tm
(þ)Tj
/T1_0 1 Tf
0.773 0 Td
0 3 17757 111.2 Tm
(e  26 Tc 0.55 0 Td
(Þ159 Tj
ET
89.858 493.965 30.71 Tf
10.3474 0 0 10.4461 105.5053.3638 502.858 493.965 30.718
f
BT
/T1_2 0.55 0 Td
(Þ…)Tj
ET
8T1_5 1 Tf
(:)Tj
/T1_3 1 4 51306
36661
0.582 0Tj
/T1_2 17
(Þ1504 u41_5 t81)Tj
/T1_3 1 Tf5 0 125.4.73_4 1 Tf
6.5086 0 0270
ET
8T1_5 1 Tf
(:)Tj
/T1_3 1 4 5130653 81_3 1 Tf
5.4238 0 0 5.441_3 1 4 51306
36661
0.10-9_5 4 197.76..73_4 1 Tf
6.5086 p.610002130Td
093 247.4078 548.7306 Tm
(e)Tj
/T1_3 1 Tf
438
/T
/T306
36661
0.1157 550.7148 Tm
(�)Tj
/T1_2 1 T4.47574130Td
093 247.811 0 0 10.783 0 Td
(s)Tj
/T1_3 1 Tf
5.44306 Tm
(006j
/T1_3 0544
4.170 10.30Td
093 247.c0 0 10.783 0 Td6 0 0270
ET
8T1_5 1 _5 t2)T480925-324(a41 Tf
5.44306 TmTm
(p)Tj
/T1_0 1 Tf
2)Tj0.5)T480925-324(a2315 487.0487 Tm
(d)Tj
/T1_5 1 Tf
_3 18 10.7
(�)Tj
/T1_2 1 Tf
5ET
89.858 493.965 nd)-319(estimating)]1j
/T1_3 1 Tf
5.4238 0 06 0 0270
ET
8T1_5 142.1021480925-324(a43 12
(e)Tj
/T1_3 1 Tf
4.5T1_3 1d
(�)Tj
/T1_2 1 Tf
0.773 0 Td)Tj
/T1_61_4 1 Tf
10.3474 0 0 10.4461 10 1 Tf
5.44306 Tm90.722
/T1_90.982 Tf
03 00.7831 161.1261C61504 u4.544821)Tj
/T1_4.8
(d)Þ…)Tj
ET
8T1_5 1 Tf
(:)Tj
/T1_3 1 4 256(e)Tj
/T1_3 1 Tf
4.1723 0 0 4.212 250.0157 550.7148 Tm
(�)T1 Tm
(e)Tj
/T1_4 1 Tf
6.617 0 0 6.2(:)Tj
/T1_3 1 Tf
2
(�)TT1 Tm
666.Tj
/T1u3455f
0.d8581250.015 0 Td
0487 Tm
(d)T43�)T1 �250.0157 55T1_3 1 4 51306Td6 0 0270
ET
8T1_5 1 _5 t2)T48098 493.;0157 55q
1.965 nTm
d8588997(�.3098423 cm
965 m.858833615l.8588336-(e)Tjl
96-(e)Tjl
f*
Q_4 1 Tf
6.617 0 0 6.2(:)Tj
/T1_3 m
d85888Td
093 247.4078 548.7306 Tm
(e)Ts)Tj
/T1_2 1 Tf
3097574 Tm
(006j
/T1_ 111.2 Tm
(e Tm.3446 0 0 8.4243 12307T
/89Td
093 247.407f1637148 Tm
(-32 0 0 0.50.015 0 Td
0487 Tm
6130653 8302T1_0 50.09f
2.5-3240.0157 157355T1_3 1 4 513061_0 Tm90.722
/T1_90.983147526)T48090d
097.811 0 0 10.6 Tm
(e)T6(e9002)Tj
/T1_2 1 Tf
0.77
0.7962ð(e).212 250 !T
8T1_5 1 _5 t2)002)7e)Tj
50.709 493.;0157 Tm
(d)T43� Td
 0 0270
965 30.718
f 4 51306Tf5 0 125.4580157 Tm
(d)T43
 0 0 0270
96_5 t81)Tj
Tm
(I)Tj
/T1_3 1 Tf
0.31910.101_26T1 81161.12wher8 548.7306 Tm
(e8.8401_2 1 Tf697020.75c0 026T1 81161.12C0157 Tm
(d)T43j
/T1_3 1 Tf
0.3197Tf
11_526T1 81161.12965 157355T1_3 11 _5 t2)T65898 493.;0157 Tm
(d)T43�_3 1 Tf
5157396_5 t81
IðdÞ ¼ 1

2d�1pd=2

Z 1 sZe Tm.3446 0 0 8.4243 123.3638 503.43t4757 111.2 Tm
(e Tm
/T1_5 1 Tf
10.6811 0 0 10.7831 12(t)TjT1_0 1 Tf
0.387 0 Td
(d)Tj
/T1_3 1 Tf1637148 Tm
(-324(





To estimate (69), we split it into two terms and, in the first term, change variables q ¼ q� j so that
jI3ðrÞj 6
Z l

�





in dimension d ¼ 3, and
1
2p

Z 1

bj
jbFoscillðqÞJ0ðqrÞqjdq 6

e�a2ðb2�1Þ

4



[17] H. Cheng, W.Y. Crutchfield, Z. Gimbutas, L.F. Greengard, J.F. Ethridge, J. Huang, V. Rokhlin, N. Yarvin, J. Zhao, A wideband fast multipole method for the
Helmholtz equation in three dimensions, J. Comput. Phys. 216 (1) (2006) 300–325.

[18] M. Cátedra, R. Torres, J. Basterrechea, E. Gago, The CG-FFT Method, Artech House, 1995.
[19] O.P. Bruno, H.E. McKay, Higher-order Fourier approximation in scattering by two-dimensional, inhomogeneous media, SIAM J. Numer. Anal. 42 (6)

(2005) 2298–2319.
[20] F. Andersson, A. Holst, A fast, bandlimited solver for scattering problems in inhomogeneous media, J. Fourier Anal. Appl. 11 (4) (2005) 471–487.
[21] F. Lanzara, V. Maz’ya, G. Schmidt, Numerical solution of the Lippmann–Schwinger equation by approximate approximations, J. Fourier Anal. Appl. 10


	Fast convolution with the free space Helmholtz Green’s function
	Introduction
	Preliminaries
	Fourier transform of radial functions
	Free space Green’s function for the Helmholtz equation

	Approximation of the real part of Green’s function
	Alternative derivation using Ewald’s approach

	Estimates for Theorems 1 and 2
	Quadratures in the Fourier domain
	Algorithm for computing convolutions with Green’s function
	Examples

	Conclusion and remarks
	Acknowledgment
	Appendix A
	Proof of regularization
	Proof of Proposition 5
	Proof of Proposition 8
	Proof of Proposition 10
	Proof of Proposition 11
	Proof of auxiliary results

	References


